


 

PHDSTAT ( 1 ) P. T. O. (P-30) 

No. of Printed Pages : 44  PHDSTAT 

Ph. D. (Statistics) 

Entrance Test, July, 2023 

 

Time : 3 Hours    Maximum Marks : 100 

 

 

GENERAL INSTRUCTIONS 

1. All questions are compulsory. Each question carries 1 mark. 

2. No cell phones, calculators, books, slide-rules, notebooks or written notes, etc. will 

be allowed inside the examination hall. 

3. You should follow the instructions given by the Centre Superintendent and by the 

Invigilator at the examination venue. If you violate the instructions, you will be 

disqualified. 

4. Any candidate found copying or receiving or giving assistance in the examination 

will be disqualified. 

5. The Question Booklet and the OMR Response Sheet (Answer Sheet) would be 

supplied to you by the Invigilators. After the examination is over, you should hand 

over the OMR Response Sheet and Question Booklet to the Invigilator before 

leaving the examination hall. Any candidate who does not return the OMR 

Response Sheet will be disqualified and the University may take further action 

against him/her. 

6. All rough work is to be done on the question paper itself and not on any other 

paper. Scrap paper is not permitted. For arriving at answers you may work in the 

margins, make some markings or underline in the test booklet itself. 

7. The University reserves the right to cancel the result of any candidate who 

impersonates or uses/adopts other malpractices or uses any unfair means. The 

University may also follow a procedure to verify the validity of scores of all 

examinees uniformly. If there is substantial indication that your performance is not 

genuine, the University may cancel your result. 
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How to fill up the information on the OMR Response Sheet 

(Examination Answer Sheet) 

1. Write your complete Enrolment No. in 10 digits. This should correspond to the 

enrolment number indicated by you on the OMR Response Sheet. Also write your 

correct name, address with pin code in the space provided. Put your signatures on 

the OMR Response Sheet with date. Ensure that the Invigilator in your 

examination hall also puts his signatures with date on the OMR Response Sheet at 

the space provided. 

2. On the OMR Response Sheet student’s particulars are to be filled in by blue/black 

ball pen also. Use blue/black ball pen for writing the Enrolment No. and 

Examination Centre Code as well as for blackening the circle bearing the correct 

answer number against the serial number of the question. 

3. Do not make any stray remarks on this sheet. 

4. Write correct information in numerical digits in Enrolment No. and Examination 

Centre Code Columns. The corresponding circle should be dark enough and should 

be filled in completely. 

5. Each question is followed by four probable answers which are numbered (1), (2), (3) 

and (4). You should select and show only one answer to each question considered by 

you as the most appropriate or the correct answer. Select the most appropriate 

answer. Then by using blue/black ball pen, blacken the circle bearing the correct 

answer number against the serial number of the question.  

6. No credit will be given if more than one answer is given for one question. Therefore, 

you should select the most appropriate answer. 

7. You should not spend too much time on one question. If you find any particular 

question difficult, leave it and go to the next. If you have time left after answering 

all the questions, you may go back to the unanswered question. 

8. There is no negative marking for wrong answers. 
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1. The average annual rainfall (in mm) for 5 years in a country is given below : 

Year Average Rainfall 

2018 128 

2019 130 

2020 122 

2021 124 

2022 120 

The given data series is categorised as : 

(1) Individual Series (2) Continuous Series 

(3) Discrete Series (4) Time Series 

2. Which of the following is most likely a continuous quantitative variable ? 

(1) Total runs scored by a batsman in the Cricket World Cup 

(2) Population of India 

(3) Number of televisions sold by electronics store 

(4) Time taken to complete the entrance examination 

3. The probability of drawing a sample of 10 units out of 100 units using SRSWOR is : 

(1) 
1

10 !
 (2) 

1

100
  

(3) 
100

10

1

C
  (4) 

10

100
  

4. Mean of sampling distribution of a statistic is called : 

(1) Sampling Error (2) Type-I Error 

(3) Non-sampling Error (4) None of these 

5. The sample selection procedure used to select cricket team for the world cup is : 

(1) Random sampling (2) Systematic sampling 

(3) Purposive sampling (4) Cluster sampling 
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6. If a sample is selected with the hit-and-miss approach, the sampling method is 

called : 

(1) Convenience or Accidental sampling 

(2) Purposive sampling 

(3) Stratified sampling 

(4) Systematic sampling 

7. Which one of the following is true for the sampling error ? 

(1) Sampling error is equal to population mean. 

(2) It is difference between the sample statistic and the population parameter. 

(3) It is always positive. 

(4) It is always negative. 

8. Which of the following is NOT a type of non-sampling error ? 

(1) Measurement error (2) Non-response error 

(3) Processing error (4) Mean squared error 

9. Which ONE of the following is the main problem with non-probability sampling 

techniques ? 

(1) Methods are expensive (2) Results are never representative 

(3) Human bias (4) Responders can refuse to participate 

10. Let 1y  be the sample mean under SRSWOR and 2y  under SRSWR for estimating 

the population mean Y , then : 

(1) 1 2Var( ) Var( )y y   (2) 1 2Var( ) 1/ Var( )y y  

(3) 1 2Var( ) Var( )y y   (4) 1 2Var( ) Var( )y y   

11. An appropriate sampling procefure to select a sample containing n units which 

possesses a rare attribute, is : 

(1) SRSWOR (2) Stratified sampling 

(3) Inverse sampling (4) All of these 
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12. Which of the following is the lowest possible form of the Latin square design ? 

(1) (1 1)   (2) (2 2)   

(3) (3 3)   (4) (4 4)   

13. A sample is drawn from sequentially numbered Delhi metro pillars with a random 

starting point, then every 10th pillar, he/she has thus drawn a .................. sample. 

(1) Simple Random (2) Sequential 

(3) Stratified (4) Systematic 

14. The data taken from the portal of the ‘India Meteorological Department, 

Government of India’ will be considered as : 

(1) Primary data (2) Secondary data 

(3) Both (1) and (2) above (4) Neither Primary nor Secondary data 

15. The sampling procedure in which the population of locality is first divided into 

homogeneous groups and then a random sample is drawn from each group is called : 

(1) Probability Sampling (2) Simple Random Sampling 

(3) Stratified Sampling (4) Cluster Sampling 

16. Suppose 2 products are selected at random without replacement out of 10 products, 

then the number of all possible random samples will be : 

(1) 45 (2) 40 

(3) 201 (4) 5 

17. Which of the following variables cannot take all possible values within a certain 

range ? 

(1) Discrete variable (2) Continuous variable 

(3) Intervening variable (4) Extraneous variable 

18. Which of the following graphical representation involve the plotting of cumulative 

frequency that may be cumulated downward or upward ? 

(1) Frequency polygon (2) Line graph 

(3) Histogram (4) Ogive 
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19. Which of the following measurement scale is the most appropriate to describe the 

time taken to finish entrance exam of the Ph.D. in Statistics ? 

(1) Nominal (2) Ordinal 

(3) Interval (4) Ratio 

20. If a random variable X ~ Bin(48, 3/4) then standard deviation of the random 

variable X will be : 

(1) 3   (2) 
3

log 48
4

  

(3) 3 (4) 
3

48 log
4

  

21. If a random variable X ~ N(40, 4) and expected value of X is 40, then median of 

X is : 

(1) 36 (2) 44 

(3) 38 (4) 40 

22. If a random variable X ~ Pois(3) then P(X = 2) will be equal to : 

(1) 29

2
e   (2) 39

2
e   

(3) 22

9
e   (4) 32

9
e   

23. If a random variable X ~ N(40, 9) then P(X = 2) will be equal to : 

(1) 
9

40
  (2) 0 

(3) 
40

81
  (4) 

81

1600
  

24. If each observation of a set is divided by 2, then the mean of new values : 

(1) is two times of original mean (2) is decreased by 2 

(3) is half of the original mean (4) remains the same 
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25. Geometric mean is better than other means when the data are : 

(1) positive as well as negative (2) in ratios or percentages 

(3) binary (4) on interval scale 

26. The correct relationship between A.M., G.M. and H.M. is : 

(1) A.M. = G.M. = H.M. (2) G.M.   A.M.   H.M. 

(3) H.M.   G.M.   A.M. (4) A.M.   G.M.   H.M. 

27. Two series having the same mean, median and mode may : 

(1) have same values (2) not have same values 

(3) Both (1) and (2) (4) None of both (1) and (2) 

28. In case of weighted mean, the accuracy or utility of the mean : 

(1) Decreases (2) Increases 

(3) Remains unaffected (4) None of these 

29. Which one of the given measures of dispersion is considered best ? 

(1) Standard deviation (2) Range 

(3) Variance (4) Coefficient of variation 

30. For a symmetrical distribution, Md Q.D.  covers (as Md = Median and  

Q.D. = Quartile Deviation) : 

(1) 25 percent of the observations (2) 50 percent of the observations 

(3) 75 percent of the observations (4) 100 percent of the observations 

31. If a random variable X has mean 3 and standard deviation 5, then the variance of 

the variable Y 2X 5   is : 

(1) 45 (2) 100 

(3) 15 (4) 40 

32. If the coefficient of Kurtosis 2  of a distribution is zero, the frequency curve is : 

(1) Leptokurtic (2) Platykurtic 

(3) Mesokurtic (4) All of these 
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33. Which of the following distributions has memoryless property ? 

(1) Binomial (2) Normal 

(3) Gamma (4) Exponential 

34. Regression analysis can be used for : 

(1) Reducing the length of confidence interval 

(2) Prediction of dependent variable 

(3) Knowing the true effect of certain treatments 

(4) All of the above 

35. The formula for probable error (P.E.) is : 

(1) 
21

P.E. 0.6745
r

n


   (2) 

21
P.E. 0.6745

2

r

n





  

(3) 
21

P.E. 0.6745
r

n


   (4) 

21
P.E. 0.6745

r

n


   

36. The hypothesis 0 0H :     (a constant) can be tested by making use of the 

transformation : 

(1) 10

1
Z log

1


  
  

  
  (2) 10

1
Z log

1


  
  

  
  

(3) 
1 1

Z log
2 1

e

  
  

  
  (4) 

1
Z log

1
e

  
  

  
  

37. If the value of coefficient of determination R2 is close to 1, it leads to the conclusion 

that : 

(1) There is a lack of linear relationship 

(2) Linear relation is almost perfect 

(3) There is a curvilinear relation 

(4) All of the above 



 

PHDSTAT ( 9 )  (P-30) 

38. In a multivariate study, the correlation between any two variables eliminating the 

effect of all other variables is called : 

(1) Simple correlation (2) Multiple correlation 

(3) Partial correlation (4) Partial regression 

39. The probability of Type II error is called : 

(1)    (2)    

(3) 1     (4) 1     

40. The entire large sample theory is based on the assumption that : 

(1) Sampling distribution of a statistic is approximately normal 

(2) Sampling distribution of a statistic is far from normal 

(3) Sampling distribution of a statistic is approximately Log-normal 

(4) None of the above 

41.   0 1 2H :  means : 

(1) There is no significant difference between the population medians 

(2) There is no significant difference between the population means 

(3) There is significant difference between the population means 

(4) None of the above 

42. t-distribution is given by : 

(1) Laplace (2) Shewart 

(3) Hurwitz (4) W. S. Gosset 

43. When a null hypothesis is 0 0:    , the alternative hypothesis cannot be : 

(1) 1 0H :      (2) 1 0H :      

(3) 1 0H :      (4) 1 0H :      
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44. Research is : 

(1) Art of scientific investigation 

(2) An original contribution to existing knowledge 

(3) Voyage of discovery 

(4) All of the above 

45. To pursue research, which of the following is priorly required ? 

(1) Formulating research hypotheses 

(2) Framing research question based on objectives 

(3) Searching for data analysis procedure 

(4) None of the above 

46. Which one is not a type of research ? 

(1) Quantitative research (2) Qualitative research 

(3) Observational research (4) Applied research 

47. In which type of research, the research is carried on several time periods ? 

(1) Conceptual research (2) Qualitative research 

(3) Descriptive research (4) Longitudinal research 

48. Review of literature means : 

(1) Formation of theoretical framework for the analysis purpose 

(2) Testing of hypothesis 

(3) Interpretation of data 

(4) Overview of the previously published works on specific topic 

49. The conclusion of which type of research cannot be generalized ? 

(1) Experimental research (2) Historical research 

(3) Descriptive research (4) Analytical research 
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50. Research related to pure mathematics comes under which type of research ? 

(1) Applied research (2) Historical research 

(3) Descriptive research (4) Fundamental resaerch 

51. A { , , }a b c  is a sample space where outcome ‘a’ is twice as likely as outcome ‘b’, 

and outcome ‘b’ is half as likely as outcome ‘c’. Then P(b) will be : 

(1) 
1

5
  (2) 

2

5
  

(3) 
3

5
  (4) 

4

5
  

52. If 
1 11

P(A) , P(B )
2 16

c   and 
3

P(A B)
4

  , find P(A B)  : 

(1) 
15

16
  (2) 

1

8
  

(3) 
1

16
  (4) 

11

16
  

53. A wooden cube of size 5 5 5   is painted red and then sliced into 125 cubes of size 

1 1 1  . One of these cubes is taken at random. What is the probability that it is 

not painted ? 

(1) 
27

125
  (2) 

8

125
  

(3) 
36

125
  (4) 

54

125
  

54. An m n  rectangle of men is formed with m men per row and n men per column. 

Find the probability that a man finds himself in the outer perimeter of the 

rectanlge. 

(1) 
4

mn
  (2) 

1 1

m n

 
 

 
  

(3) 
2( )m n

mn


  (4) 

2 2 4m n

mn
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55. Pawan hits a target with probability 0.8 and Sohan hits the same target with 

probability 0.75. If they aim at the target, what is the probability that neither will 

hit it ? 

(1) 0.2 (2) 0.05 

(3) 0.15 (4) 0.6 

56. Two fair dice, one of which is an ordinary die, and the other has sides with 1, 3, 5, 

7, 9, 10 are rolled at random. Find the probability of rolling a sum of 12. 

(1) 
1

6
  (2) 

1

12
  

(3) 
1

18
  (4) 

1

36
  

57. A multiple-choice exam has 20 questions. Each question has 3 choices, of which 

exactly one is the right answer. A person answers this exam randomly. What is the 

probability of scoring exactly 12 correct ? 

(1) 

1220 1

12 3

   
   

  
  (2) 

12 820 1 2

12 3 3

     
     

    
  

(3) 

12 820 201 2

12 83 3

      
       

      
  (4) 

3

5
  

58. You play a game as follows : you throw a blue and a red die. If the sum of the dots is 

in {2, 3, 4} , you earn ` 1. If it is in  5,  6,  7 , you lost ` 1. If it is in {8, 9,10} , you 

win ` 2. If it is in {11,12} , you lose ` 2. What is your average gain after each game ? 

(1) ` 0 (2) ` 1.50 

(3) ` 0.25 (4) ` 0.33 
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Questions 59 and 60 are based on this situation : An unbiased coin with probability 

of showing heads 3/4 and probability of showing tails 1/4 is flipped three times. 

59. What is the probability of obtaining no heads ? 

(1) 
1

64
  (2) 

27

64
  

(3) 
37

64
  (4) 

63

64
  

60. What is the probability of obtaining exactly one head ? 

(1) 
1

64
  (2) 

9

64
  

(3) 
37

64
  (4) 

27

64
  

Questions 61 and 62 are based on this information: An absolutely continuous 

random variable X has the following probability density function (pdf) : 

2
, if 1 3

( )

0, otherwise

k
x

f x x


 

 


  

where k is a constant. 

61. The value of k for the given pdf is : 

(1) 
1

2
  (2) 2 

(3) 
3

2
  (4) 

2

3
  

62. The value of P(X 2)  for the given pdf is : 

(1) 
2

3
  (2) 

1

2
  

(3) 
1

3
  (4) 

1

4
  

63. Stochastic processes are : 

(1) Random in nature 

(2) Function of time 

(3) Random in nature and a function of time 

(4) None of the above 
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64. Which one of the following models is non-probabilistic model ? 

(1) Deterministic model (2) Stochastic model 

(3) Both (1) and (2) (4) None of these 

65. {X( ), T}t t   is a stochastic process. If the joint distribution of 
1 2

X , X , ..., X
nt t t  and 

1 2
X , X ... X

nt h t h t h     is same for all 0h  ; then X( )t  is : 

(1) Weak stationary process 

(2) Strong stationary process 

(3) Process with independent increments 

(4) Markov process 

66. If X( )t  is the number of telephone calls received at switchboard in (0, ] (0, )t t   , 

then X( )t  is : 

(1) Discrete random variable 

(2) Discrete stochastic process discrete in time 

(3) Discrete stochastic process continuous in time 

(4) Continuous stochastic process discrete in time 

67. The inequality which is used to obtain minimum variance bound of an estimator is : 

(1) Chebychev’s inequality (2) Jenson’s inequality 

(3) Cramer-Rao inequality (4) None of these 

68. In the Cramer-Rao inequality, the denominator is called : 

(1) Lower bound of variance (2) Upper bound of variance 

(3) Fisher’s information (4) All of these 

69. The standard deviation of sampling distribution is known as : 

(1) Sample error (2) Sampling error 

(3) Standard error (4) Simple error 
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70. A 95% confidence interval for population mean is calculated to be 56 to 64. If the 

confidence level is increased to 99%, the confidence interval will : 

(1) Become narrower (2) Remain the same 

(3) Become wider (4) Double in size 

71. A random sample of size one is drawn from a population with pdf 

( , ) , 0xf x e x     and is used to test 0H : 1   versus 1H : 2  . If 2x   is 

critical region, then the value of ( , )   is : 

(1) 2 1( , )e e    (2) 1 2( , )e e    

(3) 2 4( , 1 )e e    (4) 2 4( , )e e    

72. If 1 2X , X , ...., Xn  is a random sample from an infinite population where 

2 2
1

1
S (X X)

i
n

  , the unbiased estimator for the population variance 2  is : 

(1) 21
S

1n 
  (2) 21

S
n

n


  

(3) 21
S

n
  (4) 2S

1

n

n 
  

73. Simple consistency of an estimator Tn  of ( )   means : 

(1)  lim P | T ( ) | 1n
n




        (2)  lim P | T ( ) | 0n
n




        

(3)        P | T ( ) | 1n   (4) All of these 

74. A sequence of estimator 1 2T , T , ...., Tn  of ( )   is known as best asymptotically 

normal estimator if it satisfies : 

(1)   2T ( ) ~ N(0, )nn       

(2) Tn  has minimum variance as compared to the variance of any other estimator 

Tn   

(3) Tn  is consistent 

(4) All of the above 
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75. With the help of Rao-Blackwell theorem, the minimum variance unbiased estimator 

is obtained through : 

(1) Unbiased estimator (2) Complete statistic 

(3) Efficient statistic (4) Sufficient statistic 

76. Lahiri method of sample selection is applicable in : 

(1) PPSWOR Scheme (2) PPSWR Scheme 

(3) Midzuno-Sen Scheme (4) Sampling for proportion and percentage 

77. In cluster sampling, generally ‘ ’w  is found to be : 

(1) Positive (2) Negative 

(3) 0 1w     (4) Both (2) and (3) 

78. In large sample with simple random sampling, the ratio estimator has smaller 

variance than the estimator Ŷ XY , if correlation between X and Y is : 

(1) 
1 CV( )

2 CV( )

y

x
   (2) 

1 CV( )

2 CV( )

x

y
   

(3) 
1 CV( )

2 CV( )

x

y
   (4) 

1 CV( )

2 CV( )

x

y
   

79. The mean of a systematic sample is more precise than the mean of simple random 

sample if and only if : 

(1) 2 2S Sw   (2) 2 2S Sw   

(3) 2 2NS Sw   (4) 2 2NS Sw   

80. While adopting two-stage sampling scheme, if Nn  , then two-stage sampling 

scheme reduces to : 

(1) Stratified sampling (2) Two-stage cluster sampling 

(3) Cluster sampling (4) Systematic sampling 
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81. A population is divided into two strata such that : 

1 2 1 2N 300, N 200, S 2, S 3      

If a sample of size 24 is to be allocated by Neyman allocation then the sample 

strata sizes from each stratum are : 

(1) (10, 14) (2) (14, 10) 

(3) (13, 11) (4) (12, 12) 

82. In a 32 -factorial experiment, the treatment effect 

                    
1

( ) ( ) ( )
4

abc bc ab  ( ) ( ) ( ) ( ) (1)b ac c a      

is due to the treatment : 

(1) A (2) B 

(3) C (4) AB 

83. In a RBD with 4 blocks and 4 treatments having one missing value, the error 

degree of freedom is : 

(1) 8 (2) 10 

(3) 11 (4) 12 

84. In a 23 confounding factorial experiment a replicate with two blocks is given as 

follows : 

Block I Block II 

abc ac 

bc ab 

a b 

(1) c 

The confounded interaction in it, is : 

(1) ABC (2) AB 

(3) BC (4) AC 

85. For a balanced incomplete block design (BIBD) which of the following is true ? 

(1) vr bk   (2) ( 1) ( )v r k t      

(3) b v   (4) b k t    

86. In a 23 factorial experiment with r blocks, the degrees of freedom for error is : 

(1) 1r    (2) 7 1r    

(3) 7 1r    (4) 7( 1)r    
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87. The degrees of freedom for F-ratio in a 7 7  Latin square design is : 

(1) (7, 42) (2) (7, 30) 

(3) (6, 30) (4) (6, 42) 

88. If   1~ ~
X ~ N ( , )pp , then consider the following : 

(i) T
1 1~ ~ ~

Z DX ~ N (D , D D )p pp    , where rank (D )p p p    

(ii) T
1 1~ ~ ~

Z DX ~ N (D , D D)p pp    , where rank (D )p p p   

(iii) T
1 1~ ~ ~

Z DX ~ N (D , D D )q qp    , where rank (D )q p q p     

(iv) T
1 1~ ~ ~

Z DX ~ N (D , D D)q qp    , where rank (D )q p q p    

If D is any matrix of constant elements, then which of the above is/are correct ? 

(1) Only (ii) (2) Both (ii) and (iii) 

(3) Both (i) and (iii) (4) Both (ii) and (iv) 

89. If 
~ ~
X ~ N , )(p   , then T 1

~ ~ ~
(X ) (X )     follows : 

(1) Wishart distribution (2) 2  distribution 

(3) Hotelling’s 2T  distribution (4) None of these 

90. If 1  and 2  are the two covariance matrices given by : 

1

14 8 3

8 5 2

3 2 1

 
 

 
 
 
 

 and 2

6 6 1

6 8 2

1 2 1

 
 

 
 
 
 

  

Which of the below is correct ? 

(1) 1 2| | | |    and 2 1trace ( ) trace ( )     

(2) 1 2| | | |    and 1 2trace ( ) trace ( )     

(3) 2 1| | | |    and 1 2trace ( ) trace ( )    

(4) 2 1| | | |    and 2 1trace ( ) trace ( )    
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91. Which distribution is a multivariate analogue of Chi-Square distribution ? 

(1) Exponential distribution (2) Wishart distribution 

(3) t -distribution (4) None of these 

92. If 
~
X  is a 3-dimensional random vector with dispersion matrix  

6 3 0

3 6 0

0 0 3

 
 

  
 
 
 

  

then the proportion of variability explained by the first principal component is 

given by : 

(1) 65% (2) 60% 

(3) 80% (4) 62% 

93. Linear programming is a : 

(1) Constrained optimization technique 

(2) Technique for economic allocation of limited resources 

(3) Mathematical technique 

(4) All of the above 

94. For maximisation linear programming model, the simplex method is terminated 

when all values : 

(1) 0j jz c    (2) 0j jz c    

(3) 0j jz c    (4) 0jz    

95. If there were n workers and n jobs, there would be : 

(1) !n  solutions (2) ( 1) !n   solutions 

(3) ( !)nn  solutions (4) n  solutions 

96. Which of the following characteristics apply to queueing system ? 

(1) Customer population (2) Arrival process 

(3) Both (1) and (2) (4) Neither (1) nor (2) 



 

PHDSTAT ( 20 )  (P-30) 

97. The calling population is assumed to be infinite when : 

(1) Arrivals are independent of each other 

(2) Capacity of the system is infinite 

(3) Service rate is faster than the arrival rate 

(4) All of the above 

98. Which of the following is not a key operating characteristic for a queuing system ? 

(1) Utilisation factor 

(2) Percent idle time 

(3) Average time spent for waiting in system and queue 

(4) None of the above 

99. Which of the cost estimates and performance measures are not used for economic 

analysis of a queuing system ? 

(1) Cost per server per unit of time 

(2) Cost per unit of time for a customer waiting in the system 

(3) Average number of customers in the system 

(4) Average waiting time of customers in the system 

100. An assignment problem is considered as a particular case of a transportation 

problem, because : 

(1) The number of rows equals the number of columns 

(2) All X 0ij   or 1 

(3) All rim conditions are 1 

(4) All of the above 
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   PHDSTAT 

ih&,p- Mh- ¼lkaf[;dh½ 

] ]

 

le; : 3 ?k.Vs     vf/kdre vad : 100 

 

 

1. lHkh iz'u vfuok;Z gSaA izR;sd iz'u 1 vad dk gSA 

2. ijh{kk d{k ds vanj lsyQksu] dSydqysVlZ] iqLrdsa] LykbM&:Yl] uksVcqDl ;k fyf[kr uksV~l] bR;kfn ys 

tkus dh vuqefr ugha gSA 

3. vkidks ijh{kk LFky ij dsanz O;oLFkkid o fujh{kd ds }kjk fn, x;s funsZ’kksa dk vuqikyu djuk gksxkA 

,slk u djus ij vkidks v;ksX; ?kksf”kr fd;k tk,xkA 

4. dksbZ ijh{kkFkhZ udy djrs ;k djkrs gq, idM+k tkrk gS rks mls v;ksX; ?kksf”kr dj fn;k tk,xkA 

5. vkidks fujh{kd }kjk iz’u&iqfLrdk rFkk vks- ,e- vkj- mŸkj i=d iznku fd;k tk,xkA ijh{kk lekIr gks 

tkus ds i’pkr~] ijh{kk d{k NksM+us ls igys vks- ,e- vkj- mŸkj i=d rFkk iz’u&iqfLrdk dks fujh{kd dks 

lkSai nsaA fdlh ijh{kkFkhZ }kjk ,slk u djus ij mls v;ksX; ?kksf”kr dj fn;k tk,xk rFkk fo’ofo|ky; 

mlds f[kykQ vkxs dk;Zokgh dj ldrk gSA 

6. lHkh jQ dk;Z iz’ui= ij gh djuk gS] fdlh vU; dkxt ij ughaA LØSi isij dh vuqefr ugha gSA mŸkj 

nsrs le; vki mŸkj&iqfLrdk esa gh gkf’k;s dk iz;ksx dj ldrs gSa] dqN fu’kku yxk ldrs gSa ;k js[kkafdr 

dj ldrs gSaA 

7. fo’ofo|ky; dks ;g vf/kdkj gS fd fdlh ijh{kkFkhZ }kjk vuqfpr O;ogkj ;k vuqfpr lk/kuksa dk iz;ksx 

djus ij mlds ifj.kke dks jí dj nsA fo’ofo|ky; dks Hkh pkfg, fd og lHkh ijh{kkfFkZ;ksa ds vadksa dh 

tk¡p ,dleku :i ls djsA ;fn dgha ls ,slk fn[kkbZ nsrk gS fd vkidk fu”iknu mfpr ugha gS] rks 

fo’ofo|ky; vkids ifj.kke jí dj ldrk gSA 
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& &

1. 10 vadksa esa viuk iw.kZ vuqØekad fy[ksaA ;g vuqØekad vks- ,e- vkj- mŸkj i=d ij vkids }kjk Mkys x, 

vuqØekad ls feyuk pkfg,A fn, x, LFkku esa viuk lgh uke] irk Hkh fiu dksM lfgr fy[ksaA 

vks- ,e- vkj- mŸkj i=d ij frfFk lfgr vius gLrk{kj djsaA ;g lqfuf’pr dj ysa fd vkids ijh{kk d{k 

esa fujh{kd us Hkh nh xbZ txg ij frfFk lfgr vks- ,e- vkj- mŸkj i=d ij gLrk{kj dj fn, gaSA 

2. vks- ,e- vkj- mŸkj i=d ij ijh{kkFkhZ dk fooj.k uhys@dkys cky isu }kjk Hkjk tkuk pkfg,A vuqØekad 

o ijh{kk dsanz dwV fy[kus o lkFk gh iz’u ds Øekad ds lkeus lgh mŸkj&la[;k okys xksys dks dkyk djus 

ds fy, Hkh uhys@dkys cky isu dk iz;ksx djsaA 

 3. bl i=d ij dksbZ vokafNr fu’kku u yxk;saA 

4. vuqØekad rFkk ijh{kk dsanz dwV LraHk esa lgh lwpuk vadksa esa fy[ksaA laxr xksys dks iw.kZr% xgjk djsa rFkk 

iw.kZ :i ls HkjsaA 

5. izR;sd iz’u ds pkj laHkkfor mŸkj gSa ftUgsa ¼1½] ¼2½] ¼3½ o ¼4½ }kjk n’kkZ;k x;k gSA vkidks buesa ls 

lokZf/kd mfpr mŸkj dks pqudj n’kkZuk gSA lokZf/kd mfpr mŸkj dks pqudj uhys@dkys cky isu ls iz’u 

ds Øekad ds lkeus lgh mŸkj okys xksys dks dkyk djsaA  

6. ,d ls vf/kd mŸkj gksus ij dksbZ vad ugha  feysxkA blfy, lokZf/kd mfpr mŸkj dks gh pqusaA 

7. ,d iz’u ij vf/kd le; er [kpZ dhft,A ;fn vkidks dksbZ iz’u dfBu yx jgk gks] rks mls NksM+dj 

vxys iz’u dks gy djus dk iz;kl dhft,A ckn esa le; cpus ij ml NksM+s gq, iz’u dk mŸkj ns ldrs 

gSaA 

8. xyr mŸkjksa gsrq dksbZ _.kkRed vadu ugha gksxkA 
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1. mm

2018 128 

2019 130 

2020 122 

2021 124 

2022 120 

(1) (2)

(3) (4)

2. 

(1)

(2)

(3)

(4)

3. SRSWOR ]

(1) 
1

10 !
 (2) 

1

100
  

(3) 
100

10

1

C
  (4) 

10

100
  

4. 

(1) (2) &I

(3) (4)
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5. 

(1) (2)

(3) (4)

6. 

(1) (2)

(3) (4)

7. 

(1)

(2)

(3)

(4)

8. 

(1) (2)

(3) (4)

9. 

(1)

(2)

(3)

(4)
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10. Y SRSWOR

1y SRSWR 2y

(1) 1 2Var( ) Var( )y y   (2) 1 2Var( ) 1/ Var( )y y  

(3) 1 2Var( ) Var( )y y   (4) 1 2Var( ) Var( )y y   

11. n

(1) SRSWOR (2)

(3) (4)

12. 

(1) (1 1)   (2) (2 2)   

(3) (3 3)   (4) (4 4)   

13. ]

(1) (2)

(3) (4)

14. 

(1) (2)

(3) (1) (2) (4)

15. 

(1) (2)

(3) (4)
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16. 

(1) 45 (2) 40 

(3) 201 (4) 5 

17. &

(1) (2)

(3) (4)

18. &

(1) (2)

(3) (4)

19. (Ph.D.)

&

(1) (2)

(3) (4)

20. X ~ Bin(48, 3/4) X

(1) 3   (2) 
3

log 48
4

  

(3) 3 (4) 
3

48 log
4

  

21. X ~ N(40, 4) X X

(1) 36 (2) 44 

(3) 38 (4) 40 
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22. X ~ Pois(3) P(X = 2)

(1) 29

2
e   (2) 39

2
e   

(3) 22

9
e   (4) 32

9
e   

23. X ~ N(40, 9) P(X = 2)

(1) 
9

40
  (2) 0 

(3) 
40

81
  (4) 

81

1600
  

24. 

(1) (2)

(3) (4)

25. 

(1) (2)

(3) (4)

26. A.M., G.M. H.M.

(1) A.M. = G.M. = H.M. (2) G.M.   A.M.   H.M. 

(3) H.M.   G.M.   A.M. (4) A.M.   G.M.   H.M. 

27. 

(1) (2)

(3) (1) (2) (4) (1) (2)

28. 

(1) (2)

(3) (4)
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29. &

(1) (2)

(3) (4)

30. Md Q.D. Md = Q.D. =

(1) (2)

(3) (4)

31. X ] Y 2X 5 

(1) 45 (2) 100 

(3) 15 (4) 40 

32. 2

(1) (2)

(3) (4)

33. 

(1) (2)

(3) (4)

34. 

(1)

(2)

(3)

(4)
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35. (P.E.)

(1) 
21

P.E. 0.6745
r

n


   (2) 

21
P.E. 0.6745

2

r

n





  

(3) 



21

P.E. 0.6745
r

n
  (4) 




21
P.E. 0.6745

r

n
  

36. 0 0H :   

(1) 10

1
Z log

1


  
  

  
  (2) 10

1
Z log

1


  
  

  
  

(3) 
1 1

Z log
2 1

e

  
  

  
  (4) 

1
Z log

1
e

  
  

  
 

37. R2

(1) (2)

(3) (4)

38. 

(1) (2)

(3) (4)

39. II

(1)    (2)    

(3) 1     (4) 1     

40. 

(1)

(2)

(3) &

(4)



PHDSTAT ( 30 )  (P-30) 

41. 0 1 2H    

(1)

(2)

(3)

(4)

42. -t

(1) (2)

(3) (4)

43. 0 0:   

(1) 1 0H :      (2) 1 0H :      

(3) 1 0H :      (4) 1 0H :      

44. 

(1) (2)

(3) (4)

45. 

(1)

(2)

(3)

(4)

46. 

(1) (2)

(3) (4)
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47. 

(1) (2)

(3) (4)

48. 

(1)

(2)

(3)

(4)

49. 

(1)

(2)

(3)

(4)

50. 

(1)

(2)

(3)

(4)

51. A { , , }a b c ‘a’ ‘b’

‘b’ ‘c’

P(b)

(1) 
1

5
  (2) 

2

5
  

(3) 
3

5
  (4) 

4

5
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52. 
1 11

P(A) , P(B )
2 16

c 
3

P(A B)
4

  P(A B)

(1) 
15

16
  (2) 

1

8
  

(3) 
1

16
  (4) 

11

16
  

53. 5 5 5 

1 1 1 

(1) 
27

125
  (2) 

8

125
  

(3) 
36

125
  (4) 

54

125
  

54. m n m

n

(1) 
4

mn
  (2) 

1 1

m n

 
 

 
  

(3) 
2( )m n

mn


  (4) 

2 2 4m n

mn

 
  

55. 

(1) 0.2 (2) 0.05 

(3) 0.15 (4) 0.6 
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56. 

(1) 
1

6
  (2) 

1

12
  

(3) 
1

18
  (4) 

1

36
  

57. &

(1) 

1220 1

12 3

   
   

  
  (2) 

12 820 1 2

12 3 3

     
     

    
  

(3) 

12 820 201 2

12 83 3

      
       

      
  (4) 

3

5
  

58. 

{2, 3, 4} `  5,  6,  7

` {8, 9,10} ` {11,12}

`

(1) ` 0 (2) ` 1.50 

(3) ` 0.25 (4) ` 0.33 

59. 

(1) 
1

64
  (2) 

27

64
  

(3) 
37

64
  (4) 

63

64
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60. 

(1) 
1

64
  (2) 

9

64
  

(3) 
37

64
  (4) 

27

64
  

X

(pdf)

2
, 1 3

( )

0,

k
x

f x x


 

 



 

k

61. pdf k

(1) 
1

2
  (2) 2 

(3) 
3

2
  (4) 

2

3
  

62. pdf P(X 2)

(1) 
2

3
  (2) 

1

2
  

(3) 
1

3
  (4) 

1

4
  

63. 

(1)

(2)

(3)

(4)
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64. &

(1) (2)

(3) (1) (2) (4)

65. {X( ), T}t t 
1 2

X , X , ..., X
nt t t

1 2
X , X ... X

nt h t h t h    0h  X( )t

(1) (2)

(3) (4)

66. (0, ] (0, )t t   X( )t

X( )t

(1)

(2)

(3)

(4)

67. 

(1) & (2) &

(3) & (4)

68. &

(1) (2)

(3) & (4)

69. 

(1) (2)

(3) (4)
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70. %

%

(1) (2)

(3) (4)

71. pdf ( , ) , 0xf x e x   

0H : 1  1H : 2 

2x  ( , ) 

(1) 2 1( , )e e    (2) 1 2( , )e e    

(3) 2 4( , 1 )e e    (4) 2 4( , )e e    

72. 1 2X , X , ...., Xn

2 2
1

1
S (X X)

i
n

  2

(1) 21
S

1n 
  (2) 21

S
n

n


  

(3) 21
S

n
  (4) 2S

1

n

n 
  

73. ( )  Tn

(1)  lim P | T ( ) | 1n
n




        (2)  lim P | T ( ) | 0n
n




        

(3)        P | T ( ) | 1n   (4)  

74. ( )  1 2T , T , ...., Tn

(1)   2T ( ) ~ N(0, )nn    

(2) Tn Tn

(3) Tn

(4)
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75. &

(1) (2)

(3) (4)

76. 

(1) PPSWOR (2) PPSWR 

(3) & (4)

77. ‘ ’w

(1) (2)

(3) 0 1w   (4) (2) (3)

78. 

Ŷ XY X Y

(1) 
1 CV( )

2 CV( )

y

x
   (2) 

1 CV( )

2 CV( )

x

y
   

(3) 
1 CV( )

2 CV( )

x

y
   (4) 

1 CV( )

2 CV( )

x

y
   

79. 

(1) 2 2S Sw   (2) 2 2S Sw   

(3) 2 2NS Sw   (4) 2 2NS Sw   

80. & Nn  &

(1) (2) &

(3) (4)
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81. 1 2 1N 300, N 200, S 2  

2S 3

(1) (10, 14) (2) (14, 10) 

(3) (13, 11) (4) (12, 12) 

82. &

     
1

( ) ( ) ( ) ( ) ( )
4

abc bc ab b ac  ( ) ( ) (1)c a    

(1) A (2) B 

(3) C (4) AB 

83. RBD

(1) 8 (2) 10 

(3) 11 (4) 12 

84. a

 I  II 

abc ac 

bc ab 

a b 

(1) c 

&

(1) ABC (2) AB 

(3) BC (4) AC 
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85. (BIBD) &

(1) vr bk   (2) ( 1) ( )v r k t      

(3) b v   (4) b k t    

86. r &

(1) 1r    (2) 7 1r    

(3) 7 1r    (4) 7( 1)r    

87. 7 7 F-

(1) (7, 42) (2) (7, 30) 

(3) (6, 30) (4) (6, 42) 

88.   1~ ~
X ~ N ( , )pp

(i) T
1 1~ ~ ~

Z DX ~ N (D , D D )p pp    , (D )p p p     

(ii) T
1 1~ ~ ~

Z DX ~ N (D , D D)p pp    , (D )p p p    

(iii) T
1 1~ ~ ~

Z DX ~ N (D , D D )q qp    , (D )q p q p      

(iv) T
1 1~ ~ ~

Z DX ~ N (D , D D)q qp    , (D )q p q p  
 

  

D

(1) (ii) (2) (ii) (iii)

(3) (i) (iii) (4) (ii) (iv)

89. 
~ ~
X ~ N , )(p  

T 1
~ ~ ~

(X ) (X )   

(1) (2) 2

(3) T2 (4)
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90. 1 2 1

14 8 3

8 5 2

3 2 1

 
 

 
 
 
 

2

6 6 1

6 8 2

1 2 1

 
 

 
 
 
 

(1) 1 2| | | |     2 1trace ( ) trace ( )     

(2) 1 2| | | |     1 2trace ( ) trace ( )     

(3) 2 1| | | |     1 2trace ( ) trace ( )    

(4) 2 1| | | |     2 1trace ( ) trace ( )    

91. & &

(1) (2)

(3) t & (4)

92. 

6 3 0

3 6 0

0 0 3

 
 

  
 
 
 

~
X &

(1) 65% (2) 60% 

(3) 80% (4) 62% 

93. 

(1)

(2)

(3)

(4)
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94. 

(1) 0j jz c    (2) 0j jz c    

(3) 0j jz c    (4) 0jz    

95. n n

(1) !n (2) ( 1) !n 

(3) ( !)nn (4) n

96. 

(1) (2)

(3) (1) (2) (4) (1) (2)

97. 

(1)

(2)

(3)

(4)

98. ¼

(1)

(2)

(3)

(4)
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99. &

(1)

(2)

(3)

(4)

100. 

(1)

(2) X 0ij 

(3)

(4)
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Space for Rough Work 
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Space for Rough Work 
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